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In the context of clinical research and in particular precision medicine the identification of
predictive or prognostic biomarkers is of utmost importance. Especially when dealing with
high-dimensional data discriminating between informative and uninformative variables plays
a crucial role. Machine Learning approaches, and especially Random Forests, are promising
approaches in this situation as the Variable Importance (VIMP) of a Random Forest can serve
as a decision guidance for the identification of potentially relevant variables.
Many different approaches for Random Forest VIMP have been proposed and evaluated (e.g.,
Speiser et al. 2019). One of the algorithms is the well-performing Boruta method (Kursa and
Rudnicki 2010), which adds permutated - and thus uninformative - versions of each variable
(so-called shadow variables) to the set of predictors. Based on that, it classifies the covariables
into three possible importance categories: confirmed, tentative or rejected.
We propose a variation of the Boruta method and evaluate the relevance of the variables based
on different criteria. Our method is independent of the simulations runs and compares the
VIMP of each covariate directly with its permuted version. In addition, the uninformative
versions are generated by permutating the rows of the dataset, which preserves the relationship
between the original variables. For evaluating the importance of the features, we use different
criteria, e.g., descriptive statistics of the shadow VIMPs and controlling for the FWER or for
the FDR, given a significance level.
We examine our method with simulations similar to Degenhardt et al. 2019 and compare
its results to the Boruta algorithm. Furthermore, we apply it on public available datasets of
varying sizes to illustrate its real-life behaviour.
In our approach, the user is guided by several criteria summarized in one visual presentation
and has therefore the flexibility to be more conservative by picking all important covariates
or more permissive by taking only the most important ones, depending on the nature of their
problem.
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